
Research Paper
Impact Factor: 3.072
Peer Reviewed, Listed & Indexed

IJBARR
E- ISSN -2347-856X

ISSN -2348-0653

International Journal of Business and Administration Research Review, Vol. 1, Issue.1, Jan-March, 2016. Page 149

DEVELOPING  RISK SCORECARD FOR APPLICATION SCORING AND  OPERATIONAL EFFICIENCY

Avisek Kundu*    Ms. Seeboli Ghosh Kundu**
*Senior consultant – Ernst and Young.

**Senior Lecturer – ITM Business Schooland Research scholar- BharathiarUniversity.
Introduction
The Commercial Tax Department of West Bengal has always been exposed to the riskiness of the different dealers in
different sectors in incorporating malpractices in terms of financial abnormalities and de-regularities. The differentdealers
working in this sector many a times take the advantage of the interstate suppliers of raw materials and try to evade the
regularities through differencing the input and the output taxes. Only after the audit these irregularities were captured when
there is substantial loss of resources and many a times when interventions were not possible. The continuous pressure on the
operational departments in monitoring the transactional data & gauging the riskiness through their functional knowledge
always creates operational bottlenecks and thus a statistical model for optimized revenues rather than the gut feeling is most
sought after.

The desired requirement always was to create a predictive model or a scorecard which will predict dealers’ likelihood of risk .
Risk score generated can be used to scrutinize dealers for audit thus removing the continuous pressure on the operations.
Predictive model gives impact of different risk parameters from returns, registration and other data modules. This traction
time flag will safeguard significant resources and would result in actionable interventions at the transaction time only for
optimal results and maximizing revenues.

Predictive Modeling (Logistic Regression): Risk Model for Operational Efficiency
Objective of Analysis
The Objective of this analysis it to develop a predictive risk model to predict dealers’ likelihood of risk. Risk score generated
can be used to scrutinize dealers for audit. Predictive model gives impact of different risk parameters from returns,
registration and other data modules. It also helps to gauge the probability of default at the transaction time of the dealers
based on the explanatory variables by predicting the outcome for right interventions for optimized outcome thus reducing the
operational bottlenecks and increasing the efficiency.

Rationale for Analysis
The historical behaviour of dealers provides insight to predict future behaviour of dealers and therefore facilitate West Bengal
Commercial Tax Department to categorize dealers into risky and non-risky dealers.  Dealers risk profiling can be done by
identifying the significant parameters from returns, registration and other internal data modules.

Sources of Data and Data Description
1. Dealer master
2. Registration data
3. Returns data
4. Audit risk output
5. A sample of approx. 1000 dealers was considered for the analysis for two financial years from 2012-13 to 2013-14.

Description of Technique used for model development:
Predictive analytics is used as a risk management tool which assists in determining centralized, uniform, more consistent and
reliable decision management across business unit to meet defined business goals. Strategically, predictive analytics
identifies precisely whom to target, how to contact, when to contact, and what message should be communicated thus
creating an optimized strategy reducing operational bottleneck & increasing operational efficiency.

Data Understanding
1. Dealer data was obtained by compiling parameters from different data modules.
2. Dealer risk parameter was identified basis the audit risk output file. A dealer categorised as risk having been

categories as risky in the past and otherwise non-risky.
3. 5 parameters were identified for the model post  preliminary analysis and discussion with CTD officers

Data Preparation
1. Dealers data from return, registration and audit risk out was consolidated and imported to R statistical software for

analysis
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2. Inputs were collected from West Bengal CTD team for grouping of the variable and incorporating information in the
predictive model

3. Data variables were grouped into broader categories based on the inputs
4. Derived new variables from existing variables

Model Development
1. Data split into model development and validation samples
2. Applied logistic regression on the development sample
3. Carried out several iteration of model and checked for model fit statistics
4. Choose the best model and generating risk scores for dealers

Predictive Model Output
Dependent Variable: A response variable was created as indicator of risk with value 1 and 0. 1 indicates dealer is risky
whereas 0 indicates dealer is not risky.
Independent Variables:  Following independent parameter were considered for the analysis

1. Age of Account
2. Output Input ratio
3. Total Tax Paid
4. Business Status
5. Business Type

Variable Selection
Data was imported into R for analysis. Logistic regression model technique was used and significant variables were selected
after running multiple model iteration. Variable were selected based on Chi-square test statistics and best model was selected
as mathematical equation with combination of all significant variables. In current model only two variables were identified as
significant (age of account and Out Input ratio ratio).   Age of account contributed significantly in the model and has positive
impact on the risk variable i.e. chances of risk of dealer increase with increase in number of years in the system. Out tax to
input tax credit ration was grouped into 3 groups (IO ratio equal to zero, IO ratio less than 1 and IO ratio greater than 1). OI
ratio category of where OI ratio less 1 has positive impact on the risk variable i.e. dealer having OI less than 1 has higher
chances of being at risk as capered to dealer with OI ratio greater than 1.

Variable Selection Summary

Model coefficient: Model coefficients are the coefficient of the parameters (e.g. age of account coefficient is 0.245)
estimated while training the model from the historical data. Parameter coefficient demonstrates type of relation (positive or
negative) between Risk status (dependent variable in the model) and independent variables (age of account, revenue, output
to input ratio). A positive sign of coefficient means that there is a positive correlation between independent and dependent
variables. In case of age of accounts it’s positive which indicates that increase in age of account would increase chances of a
being a risky dealer. One unit increase in age of account would increase 1.27 units increase in risk status.

Variables
Considered for

Model
Categories

Significant
variables Definit ion

Model
Coefficient

Odds
Rat io Impact /  Interpretat ion

Age of Account NA yes
Total number of  years in

the system
0.245 1.27

one unit  increase in age of  account  the
odds of  being a risky dealer increase a
factor of  1.27

0 yes
Output  tax to input  tax

credit  rat io
-

less than 1 yes
Output  tax to input  tax

credit  rat io
2.24 9.44

Dealers have higher chances of  being
risky if  they have OI rat io less than 1

greater than 1 yes
Output  tax to input  tax

credit  rat io
2.05 7.8

Dealers have less chances of  being
risky if  they have OI rat io greater than
1 as compared to dealer having OI rat io
less than 1

Revenue/ Tax
Paid 1 yes 1 if paid tax is greater than 1 crore 1.39 4.02 Dealers with tax paid greater than 1

crore has higher chances of  being risky

Output  Input
rat io
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Odds Ratio:  it’s way describing the effect of dependent variable on independent variable in relative terms. It explains the
effect of one dependent variable on Risk status variable by keeping rest independent variable at constant.

Risk Profiling is assigning risk scores to dealers in form of mathematical model represented as a set of weights of significant
variable of model assigned to dealer’s characteristics that affect tax paying loyalty of a dealer. Risk score were calculated
from the model’s mathematical equation and dealers were categorised as risky and non-risky.

Methodology
The entire data is divided into 2 parts namely the training and validation in the ratio of 70:30. The data is randomly divided
with every observation given the equal chance of being picked thus removing bias. The Logistic Regression Model is created
on the training data and the model validation is performed on the validation data. The three candidate models created using
three different algorithms are full fit model, forward and backward stepwise regression. The candidate models are compared
against each other in terms of misclassification. Further bucketing of the observations in terms of cumulative gain is
calculated and after incorporating the profit matrix the optimized bucket is targeted and the threshold probability is zeroed for
maximum impact.

The output from the Full Fit Model of Logistic Regression is as follows
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The output from Forward Logistic Regression is as follows:
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The output from the Backward Stepwise Logistic Regression is as follows:
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Predicted probability:
Using the logistic regression fitted model to do predictions for the validation data:

 Table shows that actual risk status and predicted risk status based on the probability of risky dealer from the model.

1 Risky
0 Non-Risky

Risk Status
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 A dealer with predicted probability greater than 0.50 has been classified as risky and non-risky dealer otherwise.

Model Comparison among the candidate models across different criterions or parameters:

Thus it emerged that the classification rate at the optimized bucket (3rd decile) for full fit model is 89.74%, forward model is
88.46% at the optimized (4th decile) and 88.46% at the optimized (4th decile) for backward logistic regression. The hosmer
lemeshow value for all the three candidate models are more than 0.05 (the default 5% significance) showcasing stable
models. The ROC value for all the three models are more than 0.7 stating very strong and robust. The profit loss ratio is 1:5
stating that profit from 5 units of good dealers are neutralised by 1 bad dealer. Incorporating this profit matrix the optimized
bucket in terms of profit is incorporated as showcased above.

Strategic Choices:

i) Conservative Approach:
This approach leads in selection of the full fit logistic regression with the classification rate of 89.74% at the optimized 3rd

bucket (30th percentile) with the targeted profit being 1500 units with 43.21% of the entire good dealers are captured and
92.16% of the risky dealers avoided thus incorporating only 7.84% of the risky dealers.
ii) More Aggressive Approach:
This approach leads in selection of the backward stepwise logistic regression with the classification rate of 88.46% at the
optimized 4thbucket (40th percentile) with the targeted profit being 1600 units with 55.42% of the entire good dealers are
captured and 88.24% of the risky dealers avoided thus incorporating around 11.76% of the risky dealers. Though the return is
high it incorporates more risk than the previous strategy.
Thus based on the intended approach the right strategy using this model would result in optimized profit and would
incorporate interventions for the riskier dealers predicted at the transaction time rather than at the audit after the transactions
ends reducing the operational bottlenecks and thus increasing the efficiency.

Recommendations and Benefits
 Risk rating model would help in identifying good and bad dealer based upon the key parameter and that would

further help department easing the process of tax payment for good dealer and developing strategy for dealing with
bad dealers through an optimized mechanism removing operational bottlenecks & increasing efficiency.

 Dealer can be sorted based upon the risk score generated by model for selecting the dealers for audit purpose again
removing the operational pressure

 Risk rating of customers would help in reducing the efforts of auditing randomly without any prior analysis using
the historical data analysis.

 Risk model would help West Bengal CTD in understanding and identifying the key significant parameter for
measuring dealer’s behaviour again streamlining the operations for optimized impact.



Research Paper
Impact Factor: 3.072
Peer Reviewed, Listed & Indexed

IJBARR
E- ISSN -2347-856X

ISSN -2348-0653

International Journal of Business and Administration Research Review, Vol. 1, Issue.1, Jan-March, 2016. Page 156

Thus based on the intended approach the right strategy using this model would result in optimized profit and would
incorporate interventions for the riskier dealers predicted at the transaction time rather than at the audit after the transactions
ends.
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