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Introduction

The Commercial Tax Department of West Bengal has always been exposed to the riskiness of the different dealers in
different sectors in incorporating malpractices in terms of financial abnormalities and de-regularities. The differentdealers
working in this sector many a times take the advantage of the interstate suppliers of raw materials and try to evade the
regularities through differencing the input and the output taxes. Only after the audit these irregularities were captured when
there is substantial loss of resources and many a times when interventions were not possible. The continuous pressure on the
operational departments in monitoring the transactional data & gauging the riskiness through their functional knowledge
always creates operational bottlenecks and thus a statistical model for optimized revenues rather than the gut feeling is most
sought after.

The desired requirement always was to create a predictive model or a scorecard which will predict dealers’ likelihood of risk.
Risk score generated can be used to scrutinize dealers for audit thus removing the continuous pressure on the operations.
Predictive model gives impact of different risk parameters from returns, registration and other data modules. This traction
time flag will safeguard significant resources and would result in actionable interventions at the transaction time only for
optimal results and maximizing revenues.

Predictive M odeling (L ogistic Regression): Risk M odel for Operational Efficiency

Objective of Analysis

The Objective of this analysis it to develop a predictive risk model to predict dealers’ likelihood of risk. Risk score generated
can be used to scrutinize dealers for audit. Predictive model gives impact of different risk parameters from returns,
registration and other data modules. It also helps to gauge the probability of default at the transaction time of the deaers
based on the explanatory variables by predicting the outcome for right interventions for optimized outcome thus reducing the
operational bottlenecks and increasing the efficiency.

Rationale for Analysis

The historical behaviour of dealers providesinsight to predict future behaviour of dealers and therefore facilitate West Bengal
Commercial Tax Department to categorize dealers into risky and non-risky dealers. Dealers risk profiling can be done by
identifying the significant parameters from returns, registration and other internal data modules.

Sour ces of Data and Data Description
1. Dealer master
2. Regisdtration data
3. Returnsdata
4. Audit risk output
5. A sample of approx. 1000 dealers was considered for the analysis for two financial years from 2012-13 to 2013-14.

Description of Technique used for model development:

Predictive analytics is used as a risk management tool which assists in determining centralized, uniform, more consistent and
reliable decision management across business unit to meet defined business goals. Strategically, predictive analytics
identifies precisely whom to target, how to contact, when to contact, and what message should be communicated thus
creating an optimized strategy reducing operational bottleneck & increasing operational efficiency.

Data Under standing
1. Deadler datawas obtained by compiling parameters from different data modules.
2. Deder risk parameter was identified basis the audit risk output file. A dealer categorised as risk having been
categories as risky in the past and otherwise non-risky.
3. 5 parameters were identified for the model post preliminary analysis and discussion with CTD officers

Data Preparation
1. Deadlers data from return, registration and audit risk out was consolidated and imported to R statistical software for
analysis
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2. Inputs were collected from West Bengal CTD team for grouping of the variable and incorporating information in the
predictive model

3. Datavariables were grouped into broader categories based on the inputs

4. Derived new variables from existing variables

M odel Development
1. Datasplitinto model development and validation samples
2. Applied logistic regression on the development sample
3. Carried out severd iteration of model and checked for model fit statistics
4. Choose the best model and generating risk scores for dealers

Predictive M odel Output
Dependent Variable: A response variable was created as indicator of risk with value 1 and 0. 1 indicates dealer is risky
whereas 0 indicates dealer is not risky.
Independent Variables: Following independent parameter were considered for the analysis
1. Ageof Account
2. Output Input ratio
3. Tota Tax Paid
4. Business Status
5. Business Type

Variable Selection

Data was imported into R for analysis. Logistic regression model technique was used and significant variables were selected
after running multiple model iteration. Variable were selected based on Chi-square test statistics and best model was selected
as mathematical equation with combination of all significant variables. In current model only two variables were identified as
significant (age of account and Out Input ratio ratio). Age of account contributed significantly in the model and has positive
impact on the risk variable i.e. chances of risk of dealer increase with increase in number of years in the system. Out tax to
input tax credit ration was grouped into 3 groups (10 ratio equal to zero, 10 ratio less than 1 and 10 ratio greater than 1). Ol
ratio category of where Ol ratio less 1 has positive impact on the risk variable i.e. dealer having Ol less than 1 has higher
chances of being at risk as capered to dealer with Ol ratio greater than 1.

Variable Selection Summary
Variables
Considered for | Categories
Model

Significant Definiti Model Odds | o Int ot
variables etinition Coefficient| Ratio mpact/ Interpretation

. one unit increase in age of account the
Total number of years in ) . .
Age of Account NA yes 0.245 1.27 |odds of being a risky dealer increase a

the system
factor of 1.27
0 ves Qutput tax. to ierut tax )
credit ratio
less than 1 ves Output tax. to |erut tax 204 9.44 D.eale.rs have higher cha.nces of being
Output Input credit ratio risky if they have Ol ratio less than 1
ratio Dealers have less chances of being
greater than 1 ves Output tax. to |n'put tax 205 7.8 risky if they have Ol ratio gre.zater thar.1
credit ratio 1 as compared to dealer having Ol ratio
less than 1
Revenue/ Tax . . . .
1 yes paid tax is greater than 1 ¢ 1.39 4.02 |Dealers with tax paid greater than 1

Paid

crore has higher chances of being risky

Model coefficient: Model coefficients are the coefficient of the parameters (e.g. age of account coefficient is 0.245)
estimated while training the model from the historical data. Parameter coefficient demonstrates type of relation (positive or
negative) between Risk status (dependent variable in the model) and independent variables (age of account, revenue, output
to input ratio). A positive sign of coefficient means that there is a positive correlation between independent and dependent
variables. In case of age of accounts it’s positive which indicates that increase in age of account would increase chances of a
being arisky dealer. One unit increase in age of account would increase 1.27 unitsincrease in risk status.
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Odds Ratio: it’s way describing the effect of dependent variable on independent variable in relative terms. It explains the
effect of one dependent variable on Risk status variable by keeping rest independent variable at constant.

Risk Profiling is assigning risk scores to dealersin form of mathematical model represented as a set of weights of significant
variable of model assigned to dealer’s characteristics that affect tax paying loyalty of a dealer. Risk score were calculated
from the model’s mathematical equation and dealers were categorised as risky and non-risky.

M ethodology

The entire data is divided into 2 parts namely the training and validation in the ratio of 70:30. The data is randomly divided
with every observation given the equal chance of being picked thus removing bias. The Logistic Regression Model is created
on the training data and the model validation is performed on the validation data. The three candidate models created using
three different algorithms are full fit model, forward and backward stepwise regression. The candidate models are compared
against each other in terms of misclassification. Further bucketing of the observations in terms of cumulative gain is
calculated and after incorporating the profit matrix the optimized bucket is targeted and the threshold probability is zeroed for
maximum impact.

Theoutput from the Full Fit M odel of L ogistic Regression is asfollows
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The output from the Backward Stepwise L ogistic Regression isasfollows:
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Using the logistic regression fitted model to do predictions for the validation data:

TIM KO BUS TYMEELS ITATREG TYPEERK 20LERER & G@zIseocBus 3orlsdl o3z awal SumotTo Roe SumcrMelBusinas: -Buzinzsr Eus Typz CRZtlD Fasccm FRE 1 Flzh & Dxlic

AU a Hus L 1 M T o] LohEdlE A e i THER SSATCS IR .'._"Illl:l-' T 0 m |1} 1 1
ZAIE+ld E LA™ v ] a 1 F OIS LISEHE a WASEMCY SOETRD A Rxflcr LAI7ZE0 10 [ [ 1
ERL IR R i RALT H n 1 * 1 DN H e 1 IESGIRES NG .'._|!Il|:|ll' ] " n L] 1
2855+ 10 1l LwE™ Ll 1 & 1 3 LERDGTE TVEHE il SREIE SERVICER SDEFRO Ctkors 118124 I 320LE i 1
A = AL L] n 1 1 1 P R = 1 TR i) R A Bl 1} RN FIRL LS | n 1
2.95E+10 3 LWaT il ] 1 1 1 oOETOOIEEE ) 0 RETAILER 3JETRO A Rzticr 0 & 0015Eg L] 1
&MLy El i) u 1 1 1 & AN i U LR SN FI & Behiber U O UMInctn u 1
FATFEIN n ] n 2 [} [} R (A F A e 1 N FFTAIIFE S0iF FRO A R-HLET n 9 AATREY n 1
Luiin o M ] 1 1 1 R P | U HLAGILLE UKL & Habler u [ERIR IR U 1
AR b L] i 3 I I ] O M RFTAIIFR A0F ERO S _Radlier i {T(RH TR el n 1
LM+l 1 L] 1} 1 2 1 i, d i 1 R ARE AL FHIVA e L Ryl U hLLE I IRL ELEE U 1
ZENIM il M 1] 1 2 I ] oo A TRE RRIVATT | Nilsr A n LR ¥ [l e fn 1
PR EEL T L 1i8 M I K] 1 1 1l a 4 U B altkR SUE RO & Behiler U LU HE T 1 1
2OEN T 1 TwAT H n 2z 1 1 5 & 1 n n azAa n 2
ZazE+10 & awaAT M ] 2 F. 1 3 a 4 0 & nnzndig [ 2
A1 a T uA M n 1 1 1 ILRIN . T1:ThamT 1 N1 FIRLE TR 11} R F 1L L n 2

2E+10 3 LA™ ¥ 0 1 1 L = B EE a 0 RETAILER SDEFRD A Rztiler ] 3 0daEl [ 2
FRILIN NI b RHL v u 1 * 1 I 1HEN =D il v ] MU L s
AdEL10 5 AT 33 ] 1 1 L I LGl il i FETGILER .URIESIET & Rxtifcr i ERUEEREES L] ]

Risk Status
1 Risky
0 Non-Risky

Table shows that actual risk status and predicted risk status based on the probability of risky dealer from the model.
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A dealer with predicted probability greater than 0.50 has been classified as risky and non-risky dealer otherwise.

Model Comparison among the candidate models across different criterionsor parameters:

Loglste Regresslon
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Thus it emerged that the classification rate at the optimized bucket (3" decile) for full fit model is 89.74%, forward model is
88.46% at the optimized (4™ decile) and 88.46% at the optimized (4™ decile) for backward logistic regression. The hosmer
lemeshow value for al the three candidate models are more than 0.05 (the default 5% significance) showcasing stable
models. The ROC value for all the three models are more than 0.7 stating very strong and robust. The profit lossratio is 1.5
stating that profit from 5 units of good dealers are neutralised by 1 bad dealer. Incorporating this profit matrix the optimized
bucket in terms of profit isincorporated as showcased above.

Strategic Choices:

i) Conservative Approach:

This approach leads in selection of the full fit logistic regression with the classification rate of 89.74% at the optimized 3"
bucket (30" percentile) with the targeted profit being 1500 units with 43.21% of the entire good dealers are captured and
92.16% of the risky dealers avoided thus incorporating only 7.84% of the risky dealers.

ii) More Aggressive Appr oach:

This approach leads in selection of the backward stepwise logistic regression with the classification rate of 88.46% at the
optimized 4™bucket (40™ percentile) with the targeted profit being 1600 units with 55.42% of the entire good dedlers are
captured and 88.24% of the risky dealers avoided thus incorporating around 11.76% of the risky dealers. Though the return is
high it incorporates more risk than the previous strategy.

Thus based on the intended approach the right strategy using this model would result in optimized profit and would
incorporate interventions for the riskier dealers predicted at the transaction time rather than at the audit after the transactions
ends reducing the operational bottlenecks and thus increasing the efficiency.

Recommendations and Benefits

- Risk rating model would help in identifying good and bad dealer based upon the key parameter and that would
further help department easing the process of tax payment for good dealer and developing strategy for dealing with
bad dealers through an optimized mechanism removing operational bottlenecks & increasing efficiency.
Dealer can be sorted based upon the risk score generated by model for selecting the dealers for audit purpose again
removing the operational pressure
Risk rating of customers would help in reducing the efforts of auditing randomly without any prior analysis using
the historical data analysis.
Risk model would help West Bengal CTD in understanding and identifying the key significant parameter for
measuring dealer’s behaviour again streamlining the operations for optimized impact.
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Thus based on the intended approach the right strategy using this model would result in optimized profit and would
incorporate interventions for the riskier dealers predicted at the transaction time rather than at the audit after the transactions

ends.
Bibliography
1. Bryman, A (2006) Integrating quantitative and qualitative research: how is it done?’ Qualitative research, Val.6,
No. 1, pp. 97 — 113 Sage.
2. Saunders, M, Lewis, P Thornhill, A, 2007; Research methods for business students, 4th Edition, Prentice Hall
3. Creswell John W., (2003) Research Design: Qualitative, Quantitative, and Mixed Methods Approaches. 2™ Ed.
Sage Publications.
4. Creswell. J. W. & Miller. D. L. (2000): Determining validity in qualitative inquiry. Theory into Practice, 39(3),
124-131.
5. Charles, C. M. (1995). Introduction to educational research (2nd ed.). San Diego, Longman Churchill.G.A, Jr.
& Lacobucci.D: Marketing Research, methodological foundation, Tenth Edition (2009)
6. Lee L., & Billington, C. (2007). The Evolution of Supply chain Management Models and practices at Hewlett-
Packard. Stanford: Depertment of Industrial Engineering and Engineering Management, Stanfor University.
7. Lun,V. & |Al, k. (2010). Shipping and Logistic Management. New-Y ork: Springer.
8. Magee, F. (2008). Modern Logistic Management:Integrated Marketing, Manufacturing and logistic system.
Canada: Jhon Willy and sons.
9. Mentzer, T. (2005). Supply Chain Management. United Kingdom: Sage Publication.

International Journal of Business and Administration Research Review, Val. 1, Issue.1, Jan-March, 2016. Page 156



